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Abstract— Automated channel selection allows the dimen-
sion of EEG data to be reduced without expert knowledge.
We introduce Recursive Channel Insertion, an extension to
Recursive Channel Elimination, which dramatically reduces
calculation time with no loss of accuracy. Furthermore we
propose Repeated Recursive Channel Insertion, which shows
an improvement in accuracy over the previous methods when
tested on a standard dataset.

I. INTRODUCTION

Brain Computer Interfaces(BCIs) classify brain wave data
so it can be used as a control mechanism. It has a wide vari-
ety of applications as a hands-free mode of control, notably
for those suffering from amyotrophic lateral sclerosis[3].

Channel selection is an important part of preprocessing
the brain-wave data from EEGs for BCI tasks, and can
be crucial in reducing the noise and dimensionality of the
data. Most commonly, expert knowledge is used to reduce
the number of channels to those that are most likely to
contain information that separates the classes. A variety
of different automated feature selection techniques have
also been applied to EEG data. These include Recursive
Feature Elimination[1], which was later extended as Recur-
sive Channel Elimination[6], zero-norm optimisation[1] and
Fischer criterion[1]. Of these, RCE has been one of the most
successful [6]. Methods such as Common Spatial Subspace
Decomposition and Common Spatial Patterns also reduce the
number of channels, however the additional noise in channels
degrade their effectiveness[8], [7], [11]. Genetic algorithms
have also been used successfully for channel selection[9], as
well as more general feature selection[10]. However these
were not looked into for this paper.

This paper proposes two extensions to RCE, Recursive
Channel Insertion (RCI) and Repeated Recursive Channel In-
sertion (RRCI) which seek to improve the channels selected,
as well as significantly decrease the selection time when
selecting from a large set of channels. First the three different
channel selections methods will be introduced. This will be
followed by briefly giving the structure of the classifier that
will be used for each channel selection method. Finally the
experimental results of each channel selection method will
be given and the implications discussed.

II. CHANNEL SELECTION METHODS

This section will introduce RCE, as well as RCI and RRCI.
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A. Recursive Channel Elimination

RFE was designed to eliminate features that had the
minimum impact on the margin of a SVM. RCE extended
this to removing channels by grouping the features that came
from a single channel together to find the channel which
had the minimum impact. It was also generalised for any
classifier by using accuracy to determine the channel with
the minimum impact[2]. It has been shown to be highly
successful, and can be generalised to unknown subjects,
although it loses some accuracy[6]. RCE seeks to find the
group of channels that give the best performance for a
particular subject. As testing all possible sub-groups would
be too computationally expensive it uses a greedy algorithm
to recursively remove the worst channel. To begin with all
channels are in the group. The channels are then ranked on
the accuracy of the group without that channel. The highest
ranked channel is removed, and the process is repeated with
the new sub-group. This continues until a minimum number
of channels is reached [2]. The total number of times the
accuracy is calculated can be given as

T =
(n+ 1)n− (M + 1)M

2

where M is the number of elements in the selected
channels and n is the total number of channels. This becomes
highly expensive when M is significantly smaller than n. One
solution is to remove multiple channels in each step, however
this can result in less accurate selection of channels.

B. Recursive Channel Insertion

We proprose a method, Recursive Channel Insertion(RCI)
that works in the reverse way to RCE. Rather than removing
channels until the best subgroup is found, it builds the group
of channels up. The algorithm is given in algorithm 1. RCI
attempts to add each channel to the group in turn, and then
ranks the channel in terms of the accuracy of the group with
that channel. The channel that gives the highest accuracy is
then permanently added, and the process is repeated until
the accuracy ceases improving, or a preset maximum size is
reached.

The total time the accuracy is calculated can be given as

T =
(n+ 1)n− (n−M + 1)(n−M)

2

where M is the number of elements selected and n is
the total number of channels. When compared to RCE this
is less when M < n

2 . This means that, in cases where a
small number of the total channels are optimal, RCI will be
significantly faster to perform than RCE.
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Inputs
C - Set of Channels
X - Training Data
M - Maximum Channels Inserted

Algorithm

1: acc← 0
2: c← ∅
3: S ← ∅
4: repeat
5: S ← S ∪ c
6: C ← C \ c
7: pacc← acc
8: acc, c← max accuracy(S ∪ n,X)|n ∈ C
9: until ( pacc ≥ acc or sizeof(S) > M )

10: return S,C

Fig. 1. RCI algorithm

C. Repeated Recursive Channel Insertion

Initial experiments using RCI showed that, for individual
subjects, multiple sub-groups of channels performed well.
Therefore we developed Repeated Recursive Channel In-
sertion (RRCI) to exploit this. As shown in algorithm 2,
RRCI makes use of the RCI channel selection algorithm to
select a group of channels. It then repeats RCI to find other
groups of channels until either the desired number of sub-
groups are found or the best accuracy drops below a certain
threshold. These multiple sub-groups can be used to train an
array of classifiers, which can be combined by some form of
combination classifier. In this case the weighted sum of the
normalised output weights was used, although it is possible
other more sophisticated methods could be more effective.

Inputs
C - Set of Channels
X - Training Data
m - Maximum Channels Inserted
n - Maximum Groups of Channels

Algorithm

1: G← ∅
2: repeat
3: g, C ← RCI(C,X,m)
4: G.append(g)
5: until ( sizeof(S) > m )
6: return G

Fig. 2. RRCI algorithm

The total time is the same as for RCI with M =
∑
mn

where mn is the size of the nth subgroup. As before when
M < n

2 RRCI will be faster than RCE. Due to the use of
an array of classifiers, the classification process will also be
slower than that of either RCI or RCE.

III. STRUCTURE OF CLASSIFIER

The structure of a BCI classifier can be broken into three
parts, preprocessing, feature extraction and classification.
Each of the methods used for the channel selection experi-
ment will be discussed briefly below.

A. Preprocessing

Bandpass frequency filtering was used in the preprocessing
stage. Responses to motor imagery classification tasks are
known to occur in the α (8-12hz), β (14-28hz) and θ(1-7hz)
bands. As such each trial was based through an array of
three bandpass butterworth filters in each of these frequency
ranges. Additionally the data was normalised using statistical
normalisation within each channel.

B. Feature Extraction

Common Spatial Subspace Decomposition (CSSD)[8],
along with Common Spatial Patterns (CSP)[7] are among the
most popular and widespread feature extraction techniques
used in motor imagery BCI. CSSD seeks to reduce the
dimensionality of the data by selecting the channels that
maximise the variance between the classes. This is done
through the simultaneous diagonalisation of the co-variance
matrices, and can be found in [8].

CSSD generates a spatial filter matrix SFy for each class
y. To extract the feature vector the trial being classified is
divided into three parts corresponding with the onset, middle
and end of the response. The log of the variance of each
is then selected as a feature. The calculation of the feature
vector is given below for some input X and class y.

f(X, y) = (var(SFy.X))

features = [f(Xonset), f(Xmiddle), f(Xend)]

C. Classification

A Support Vector Machine(SVM) was used to perform
the classification. SVMs are a popular classifier that has
been used to great success in the classification of motor
tasks[11]. SVM seek to maximise a decision boundary be-
tween the classes. For simplicity a linear kernel was used. For
completeness the formalisation of the SVM used follow.The
decision boundary problem can be formalised as finding
a discriminant function F(x,y) so that the prediction ŷ(x)
satisfies

ŷ(x) = argmax
y∈C

F (x, y)

where

F (x, y) = 〈φ(x, y), w〉

φ is the feature map and C is the set of classes. Given a
set of n training pairs (xi, yi) a SVM chooses a w so as to
minimise
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Fig. 3. Number of accuracy calculations performed

λ
‖w‖2

2
+
1

n

n∑
i=1

max
y′∈C

〈
φ(xi, y′)− φ(xi, yi), w

〉
+ δyi,y′ (1)

Where λ is a regularisation constant and greater than
0. Stochastic gradient descent can be performed to find a
solution to this convex optimisation problem. From equation
1 it follows that the weight update law is

wt+1 = wt − ρt(λwt + φ(xi, y∗(xi, yi))− φ(xi, yi))

where ρ is the learning rate. By using ρt =
τ

1+t conver-
gence can be gaurrenteed[13].

IV. EXPERIMENT

To compare the accuracy of the proposed channel selection
methods they were each used on a standard dataset. This was
the BCI competition III dataset IVa[12], a synchronous two
class motor imagery classification problem.

A. Results

B. Dataset

Dataset IVa consists of 5 subjects, a, l, v, w and y. Each
contains 280 trials, between testing and training data. They
were recorded with an 118 channel EEG at 100hz and are
each 3.5 seconds in length. Each trial was a motor imagery
task moving either the right hand, or the left foot. Subjects
a, v and y contain induced uncorrelated eye movements to
increase noise in the data.

The testing and training datasets for each subject were
combined and randomised, then split into two halves. The
first half was used to perform the channel selection method,
with the accuracy being calculated by 5-fold cross-validation.
The selected channels were then used to calculate the overall

Groups l w y v a ave acc calc
RCEs 6 6 6 6 6 925
RCEb 6 6 6 6 6 946
RCIs 6 6 6 6 6 243
RCIb 6 6 6 6 6 946
RRCI 6 14 12 21 15 487

TABLE I
NUMBER OF CHANNELS SELECTED

Fig. 4. Accuracy of channel selection methods

accuracy of the method using 5-fold cross-validation, with
the data used to perform the channel selection being added
to the training data of each fold. This was then repeated using
the second half of the data as the training for the channel
selection methods. Each channel contained 350 entries. For
CSSD the onset is defined as the first 50, and the end as
the last 50, while the middle is the remaining 250. Finally
the value used for m in CSSD was 3. To help the channel
selection algorithms, only the channels over the motor cortex
are included in the initial set of channels, giving 43 initial
channels.

RCE and RCI were initially stopped when their respective
accuracies decreased from one interation to the next. RRCI
was run completely through, and the set of subgroups with
the greatest accuracy was used. Additionally, RCE and RCI
were also run completely through, to ensure that neither were
stopped before reaching the maximum accuracy, and thus
unfairly bias the RRCI algorithm.

The total number of channels returned by each channel
selection method is given in Table: I. RCEs was the number
of channels returned when the stopping condition was satis-
fied while RCEb was the best when run completely through.
The same was true for the two RCI versions. As the b and s
versions were always the same, it can be concluded that the
stopping condition was sufficient in these cases. For RRCI
the total number of channels in all subgroups is given. The
final column gives the total number of times the accuracy is
calculated. By this measure RCI performs less than a third
as many as RCE, half as many as RRCI. Naturally without a
stopping condition both RCE and RCI perform the maximum
number of accuracy calculations (946).

l w y v a
none 96 80 65 70 75
RCE 97 90 72 79 78
RCI 98 90 74 80 82

RRCI 98 93 75 82 91

TABLE II
ACCURACY OF CHANNEL SELECTION METHODS
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Table:II compares the accuracies of each channel selection
method on each subject. From this it can be seen that RCE
is marginally worse than RCI, while RRCI is better or equal
to each individual method.

V. CONCLUSION

This paper introduced two extension to the RCE channel
selection method for motor imagery brain computer inter-
faces, RCI and RRCI. It found that RCI was significantly
faster than RCE when a small group of channels are desir-
able, as was the case on the datasets tested. Additionally it
found that RCI slightly better than RCE, and that RRCI was
able to improve the overall accuracy of the classification.
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